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ABSTRACT

Hurricane Florence (2018) devastated the coastal communities of the Carolinas through heavy

rainfall that resulted in massive flooding. Florence was characterized by an abrupt reduction

in intensity (Saffir-Simpson Category 4 to Category 1) just prior to landfall and synoptic-scale

interactions that stalled the storm over the Carolinas for several days. We conducted a series

of numerical modeling experiments in coupled and uncoupled configurations to examine the

impact of sea surface temperature (SST) and ocean waves on storm characteristics. In addition to

experiments using a fully coupled atmosphere-ocean-wave model, we introduced the capability of

the atmosphericmodel tomodulate wind stress and surface fluxes by oceanwaves through data from

an uncoupled wave model. We examined these experiments by comparing track, intensity, strength,

SST, storm structure, wave height, surface roughness, heat fluxes, and precipitation in order to

determine the impacts of resolving ocean conditions with varying degrees of coupling. We found

differences in the storm’s intensity and strength, with the best correlation coefficient of intensity

(r=0.89) and strength (r=0.95) coming from the fully-coupled simulations. Further analysis into

surface roughness parameterizations added to the atmospheric model revealed differences in the

spatial distribution andmagnitude of the largest roughness lengths. Adding ocean andwave features

to themodel furthermodified the fluxes due tomore realistic cooling beneath the stormwhich in turn

modified the precipitation field. Our experiments highlight significant differences in how air-sea

processes impact hurricane modeling. The storm characteristics of track, intensity, strength, and

precipitation at landfall are crucial to predictability and forecasting of future landfalling hurricanes.
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Significance statement. Hurricane Florence (2018) was a major hurricane that weakened and

eventually remained stationary after landfall over the coastal Carolinas, leading to devastating

flooding. Atmospheric-only numerical models neglect the impact of Sea Surface Temperature

(SST) and surface waves changing beneath these storms and tend to over-predict the intensity in

some cases. We conducted experiments that include atmosphere-ocean interaction by tying in

realistic coupled SST and surface waves beneath the storm. We employed a novel approach of

including surface wave information to the atmospheric model. While examining the underlying

features, we found different approaches resulted in drastic differences in the result, including a

27.2% difference in precipitation among our experiments. We found improvement in the numerical

models with more advanced coupling to the ocean environment but further improvement could be

achieved through data assimilation.

1. Introduction

Tropical cyclones (TCs) are large-scale, discrete events that can have drastic impacts on coastal

communities. TCs have complex interactions with the ocean environment before, during, and

after landfall. Within the United States (U.S.), where approximately 40% of the population lives

near a coast, TCs are one of the costliest natural disasters and account for significant damage

to infrastructure, injury, and loss of life (Emanuel 2005). As people continue to migrate to the

coast, damage caused by these intense storms will continue to increase, due to more intense and

more frequent events (Emanuel et al. 2004; Oey et al. 2007). In this work, we examine Hurricane

Florence (2018), which led to $24 Billion in damage (Stewart and Berg 2019), through several

experiments using numerical models in increasing complexity of uncoupled and coupled states

resolving atmosphere, ocean, and wave conditions.
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Hurricane Florence was a long-track, Cape Verde TC that persisted in the Atlantic Ocean for 2.5

weeks before making landfall on the southeastern coast of North Carolina on 14 September 2018

at 1115 UTC. The storm reached peak intensity as a Category 4 hurricane just two days prior, but

underwent significant weakening before landfall. This weakening was attributed to two factors:

an eyewall replacement cycle, and a reduction in the depth of the ocean mixed layer as the storm

reached the eastern U.S. Atlantic Shelf (Stewart and Berg 2019). While the sea surface temperature

(SST) across the shelf remained around 29.5◦C, the depth of the mixed layer decreased. Ocean

heat content (OHC; Leipper and Volgenau 1972) decreased by more than half from the open ocean

to the shelf, from 56 kJ cm−2 to 25 kJ cm−2 (Stewart and Berg 2019). The weakening of the

hurricane due to the reduction of ocean heat content and interaction with larger-scale atmospheric

circulation resulted in the storm remaining over the Carolinas for several days (Stewart and Berg

2019).

As the stormmotion reduced to near-stationary, heavy precipitation persisted, resulting inmassive

flooding. Much of the Carolinas received over 50 cm of rainfall over a few days, with locally as

much as 91 cm of rainfall measured outside of Elizabethtown, NC (Stewart and Berg 2019).

Precipitation led to runoff into streams, tributaries, and rivers within the Cape Fear, Neuse, White

Oak, Lumber, and Tar-Pamlico watersheds. Widespread reports of millions of gallons of raw

sewage and other contaminants were reported to have been leaked into these watersheds, including

39 million gallons of sewage into the Cape Fear River basin (Henderson 2018).

One result of this extreme precipitation and runoff was a phenomenon known as compound

flooding (Wahl et al. 2015; Pietrafesa et al. 2019), during which storm surge from the hurricane

making landfall to the southeast combined with the Neuse River runoff flooding from the northwest.

This put the city of New Bern, NC under a torrent of water (Pietrafesa et al. 2019; Stewart and

Berg 2019) that resulted in over $100M of damage (Bennett 2018).
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Several studies discuss the importance of atmosphere-ocean-wave coupling on hurricanes (Bao

et al. 2000; Bender andGinis 2000; Khain et al. 2000; Bender et al. 2007; Liu et al. 2008; Yablonsky

and Ginis 2009; Liu et al. 2010;Warner et al. 2010; Xie et al. 2010; Olabarrieta et al. 2011; Lee and

Chen 2012; Liu et al. 2012a,b; Chen et al. 2013; Wada et al. 2013; Lee and Chen 2014; Zambon

et al. 2014a,b; Prakash et al. 2019; Kumar et al. 2020). Atmosphere-ocean boundary dynamics

are modulated by ocean roughness, which, during extreme forcing such as hurricanes, can be

a function of ocean waves, rainfall, and spume and spray. Though WRF includes the expected

upper limit of the drag coefficient under hurricane conditions (e.g., Davis et al., 2008), it uses

the Charnock (1955) relation to describe variation of roughness with wind speed, and thus sea

state. More complex parameterizations for ocean surface roughness have been introduced since to

explicitly include factors such as wave steepness, age, or direction relative to the wind, but have

not been implemented in WRF.

This study investigates, through increasing complexity of model inputs and coupling, the impact

of resolving ocean surface conditions, such as SST and waves, on hurricane forecasting. We

employ a novel approach in the atmospheric model by resolving the surface wave conditions in

hindcast through use of ingested wave fields to calculate the surface roughness beneath the storm

over the open ocean. Hurricane Florence exhibited several instances where ocean coupling was

found to be of crucial importance in the predictability of the storm and hence is used as our test

case. Using Hurricane Florence as our test case, we aim to demonstrate the importance of resolving

the ocean state and its impact on storm characteristics, from track and intensity, through landfall

and associated precipitation produced throughout.
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2. Methodology

a. Model Configuration

We conducted a control and series of numerical modeling experiments of Hurricane Florence

atmosphere, ocean, and wave conditions to examine the impacts of ocean surface conditions, such

as SST and surface waves, on storm characteristics (Fig. 1, Table 1). The Weather Research

and Forecasting (WRF) model version 4.1.3 (Skamarock et al. 2019) was used to simulate the

atmosphere. In the uncoupled experiments, SST and surface wave conditions were supplied

beneath the storm by analysed SST and hindcast wave fields. In the coupled experiments, we used

the Coupled Ocean-Atmosphere-Wave-Sediment Transport (COAWST; Warner et al. 2010) model

to simulate the ocean and wave states as well. COAWST exchanges relevant variables between

WRF and simultaneously running ocean (Regional Ocean Modeling System, ROMS; Shchepetkin

andMcWilliams 2005) and wave (SimulatingWaves Nearshore, SWAN; Booĳ et al. 1999) models,

allowing real-time environmental coupling at user-configurable intervals. COAWST has been

successfully used to model a number of different significant weather events, including strong

hurricanes (Warner et al. 2010; Zambon et al. 2014a; Kumar et al. 2020), hurricanes undergoing

extratropical transition (Olabarrieta et al. 2012; Zambon et al. 2014b), and extra-tropical winter

cyclones (Nelson and He 2012; Nelson et al. 2014).

1) Uncoupled Model Experiments

The control run used WRF, and the uncoupled lower-boundary SST condition was supplied by

the Real-Time Global SST (RTG SST) analysis product (Gemmill et al. 2007). RTG SST is a

globally gridded product with a 0.083◦ by 0.083◦ spatial grid and daily temporal resolution. We
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input this data into the WRF model through a set of routines included in the WRF Preprocessing

System publicly available source code distribution.

We conducted a temporal ensemble of experiments initialized every 6 hours from 0000 UTC

11 September 2018 to 0000 UTC 13 September 2018. The 9-member temporal ensemble, with a

control and 5 additional experiments at each initialization point resulted in 56 total simulations.

For the bulk of the study, we used the initialization with the furthest lead time as the incremental

improvement from closer to landfall was minimal. Those experiments were simulated over 10 days

of Hurricane Florence’s impact on the southeastern U.S. from 0000 UTC 11 September 2018 to

0000 UTC 21 September 2018 (hereafter referred to as the 11Sept00Z runs).

The WRF domain (Fig. 2) was selected to enclose the ocean and wave domains at 9 km grid

spacing (490 x 459 grid points) with a 48 s timestep. A smaller, vortex-following grid was used

to resolve the complex small-scale features of the hurricane at 3 km grid spacing (151 x 151 grid

points) with a 16 s timestep. Both grids have 48 vertical layers following hybrid-sigma coordinates

(Skamarock et al. 2013). All WRF experiments use the following model physics: WSM 6-class

microphysics from Hong and Lim (2006), Grell and Dévényi (2002) Cumulus parameterization

on the 9 km domain only, short- and long-wave physics from the Rapid Radiative Transfer Model

for Global (RRTMG) climate models (Iacono et al. 2008), planetary boundary layer scheme from

the Mellor–Yamada Nakanishi Niino (MYNN) level 3 turbulent kinetic energy scheme (Nakanishi

and Niino 2006, 2009; Olson et al. 2019), MYNN surface layer physics (Nakanishi and Niino

2006, 2009; Olson et al. 2019), and land surface physics from the Unified Noah Land Surface

model (Tewari et al. 2004). The atmospheric model draws its initial and boundary conditions

from the National Center for Environmental Prediction Global Data Assimilation System (NCEP

GDAS; National Centers for Environmental Prediction, National Weather Service, NOAA, U.S.

Department of Commerce 2018), with 0.25◦ grid spacing and updated every 3 hours.
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To conduct uncoupled experiments with wave data, we implemented a number of changes to the

WRF surface physics parameterizations. Tomodify sea surface roughness with modeled wave data,

we introduced three wave roughness parameterizations from Taylor and Yelland (2001) derived

from the Coupled Ocean Atmosphere Response Experiment (COARE), Drennan et al. (2005), and

Oost et al. (2002) to the WRF surface physics schemes.

The default WRF configuration uses the Charnock (1955) relation to the compute sea surface

roughness length (I0) as,

I0 = I2ℎ
D∗2

6
,

where D∗ is the friction velocity, 6 the acceleration due to gravity, and I2ℎ the Charnock parameter,

an empirical nondimensional parameter that is either a constant or, here, dependent on the wind

speed as,

I2ℎ = 0.011+0.007
*10−10
8

,

where*10 is the wind speed at 10 m above the ocean surface.

The parameterization from Taylor and Yelland (2001) computes sea surface roughness as a

function of the wave steepness as,

I0 = 1200
�(
2

!,
4.5 ,

where �( is the significant wave height and !, is the wave length.

The parameterization from Drennan et al. (2005) computes sea surface roughness as a function

of the wave age as,

I0 = 3.35�(
(
D∗
�,

)3.4
,

where �, is wave celerity, expressed as,

�, =
!,

)%
,

where )% is peak wave period.
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Lastly, the parameterization from Oost et al. (2002) also computes sea surface roughness as a

function of the wave age as,

I> = 25
)%

c

(
D∗
�,

)4.5
.

For the uncoupled lower-boundary wave condition, we used WAVEWATCHIII (Tolman 1991;

Tolman et al. 2002; Tolman 2014)model hindcast solutions, which have global coverage at 0.5◦ grid

spacing, available every 3 hours. Higher resolution data is available for some regional domains (e.g.

0.067◦ for the Gulf of Mexico and Northwest Atlantic); however, because the higher-resolution

spatial data did not cover our entire domain of interest, we defaulted to the lower-resolution global

model output.

WAVEWATCHIII hindcast data include significant wave height (�(), peak wave period ()%),

wave direction, and bathymetry. Though wave direction is not currently used, it is input into

the WRF registry and surface physics scheme for future implementation of direction-dependent

sea surface roughness parameterizations (e.g., Porchetta et al. 2019). For the parameterizations

dependent on wave age, we iteratively solved for wave length (!, ) using the dispersion relation.

Davis et al. (2008) found that using an alternate drag formulation based on high-wind wind-

tunnel studies from Donelan et al. (2004) gave upper and lower limits of I0 to be 0.125-10−6 and

2.85-10−3, respectively. These limits are employed in all experiments. Further enhancement to

the ocean fluxes can be found through inclusion of a sea spray parameterization as found in Prakash

et al. (2019) and Liu et al. (2012a), but this is left to future investigation.

An investigation of Hurricane Ida (2009) by Olabarrieta et al. (2012) determined that the impact

on TC intensity and strength varied considerably between these sea surface roughness parameter-

izations as the storm underwent extra-tropical transition to become a Nor’easter. Similarly, we

analyzed the intensity and strength prediction of the uncoupled model simulations for Hurricane

Florence to determine which parameterization to apply to the coupled experiments.
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2) Coupled Model Experiments

The COAWST modeling system utilizes the Model Coupling Toolkit (MCT; Jacob et al. 2005;

Larson et al. 2005; Warner et al. 2008, 2010) to exchange variables between the coupled models at

user-defined intervals. We conducted experiments using the COAWST framework first with SST

feedback from the ROMS oceanmodel, and then fully coupled to both ocean and wavemodels. The

MCT utilizes the Spherical Coordinate Remapping Interpolation Package (SCRIP; Jones 1998) to

develop the interpolation weights that are used to pass variables from model to model.

In our coupled experiments, SCRIPwas used to convert between theWRF andROMSor theWRF

and co-located ROMS and SWAN domains. The nested WRF moving domain was interpolated

to the ROMS and SWAN grids (and vice versa) by calculating the interpolation weights for every

possible position of the moving domain and the weights are changed as the inner moving nest

tracks along with the storm. MCT then determines the position and interpolation weights between

the nested, moving WRF domain and the ROMS/SWAN grids.

The Regional Ocean Modeling System (ROMS; Shchepetkin and McWilliams 2005; Haidvogel

et al. 2008) rev. 948 was used as the ocean model in the coupled experiments. ROMS is

a free-surface, terrain-following numerical model that solves the three-dimensional Reynolds-

averaged Navier-Stokes equations using hydrostatic and Boussinesq approximations. ROMS is

fully parallelized and can be run using multiple advection schemes, turbulence models, lateral

boundary conditions, and surface and bottom boundary layer schemes.

The ocean domain is slightly inside of the WRF domain (Fig. 2). This allows the ocean and

wave models to have their surface conditions resolved everywhere by the regional WRF model at

a higher resolution than global models. Neither the Pacific Ocean southwest of Mexico nor the

Great Lakes are resolved by ROMS. There, SST is provided by RTG SST. This is demonstrated in
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Fig. 2 as the Atlantic Ocean, Gulf of Mexico, and Caribbean Sea features fine-scale SST features

which are absent in the southwest corner of the atmospheric domain. The SST in the extreme

eastern edge of the WRF domain is also not resolved by ROMS (represented in Fig. 2 by the area

to the east of the black line running near 60◦W). This is to ensure a buffer between the edge of the

ROMS/SWAN grids and the WRF grids to ensure the former is completely covered.

The ROMS grid is spaced approximately 7 km (402 x 482 grid points), with 36 vertical levels in a

stretched, terrain-following configuration that allows for a finer vertical grid near the ocean surface.

The stretched, terrain-following grid allows vertical points in the upper-ocean to be packed closer

together in the coastal environment than in the deep ocean. A 120 s baroclinic time step was used.

The eastern boundary is the only open boundary, along which we utilized the HYbrid Coordinate

Ocean Model with Navy Coupled Ocean Data Assimilation (HYCOM/NCODA; Cummings 2005;

Chassignet et al. 2007; Cummings and Smedstad 2013) version 3.1 for boundary conditions,

updated daily.

We followed the scheme of Marchesiello et al. (2001), whereby Orlanski (1976) radiation con-

ditions were used in conjunction with relaxation (with timescale of 0.5 day on inflow and 10 days

on outflow) to pass HYCOM/NCODA tracer (salinity and temperature) and 3-d velocity fields to

ROMS. For the free surface and depth-averaged velocity boundary conditions, we adopted the

method of Flather (1976) with external values defined by HYCOM/NCODA, updated daily. We

used the Generic Length Scale (GLS) turbulence closure model (Umlauf and Burchard 2003;

Warner et al. 2005) to compute vertical turbulent mixing, and the quadratic drag formulation for

bottom friction.

The Simulating WAves Nearshore (SWAN; Booĳ et al. 1999) surface wave model version 40.80

was used to model ocean waves in the coupled experiments. SWAN is a spectral wave model that
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solves for the evolution of wave action, is fully parallelized, and includes wind wave generation,

propagation, and dissipation bywhitecapping, wave breaking, and bottom friction in coastal waters.

As described above, the SWAN grid is co-located with the ROMS domain. Spectral space was

discretized with 36 directional bins and 24 frequencies logarithmically spaced between 1 and 25

s. Nonlinear quadruplet wave-wave interactions were activated in the model to solve for energy

redistribution with the spectrum. Wave dissipation due to bottom friction was parameterized using

the Madsen et al. (1988) formulation, with an equivalent roughness length scale of 0.05 m. The

depth-induced breaking constant was set to 0.73. Wind-wave growth was generated using the

Komen and Hasselmann (1984) formulation. A backward-in-space, backward-in-time advection

scheme was used for iteration. The surface wave condition was initialized from a flat sea surface

(i.e. a cold start). Boundary conditions were derived from the global WAVEWATCHIII surface

wave model, updated every 3 hours.

Fields among the coupled models were exchanged every 20 minutes. Several of our previous

experiments into Hurricanes Isabel (2003; Warner et al. 2010), Ivan (2004; Zambon et al. 2014a),

and Sandy (2012; Zambon et al. 2014b) show that this coupling interval is sufficient to resolve the

temporal changes in exchanged variables throughout the coupling system.

A summary of the experiments, SST, wave model, surface roughness parameterization, and

required wave components are found in Table 1. Note that we shorten WAVEWATCHIII to WW3

and the COARE-derived (Taylor and Yelland 2001) to CTY in our experiment descriptors and

figures. Fig. 1 shows the fields that are exchanged in the coupled model configurations. In

the WRF-ROMS-WW3 case, SST was exchanged from ROMS to WRF to calculate surface heat

fluxes, which were then exchanged back to ROMS to modify ocean temperature. In addition,

WRF provided surface stress (g) to ROMS, modulated by surface wave roughness calculated using

WAVEWATCHIII wave parameters as described above. In the fully coupled, WRF-ROMS-SWAN
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experiment, SWAN provided significant wave height, wave length, and peak wave period to WRF

to compute sea surface roughness and surface stress. 10 m wind from WRF were used to drive

wind-wave generation in SWAN. Although different surface roughness parameterizations will use

different variables as detailed above. Wave parameters were passed from SWAN and ROMS to

exchange momentum between waves and ocean currents, which were returned to SWAN for wave-

current interaction. The vortex force formalism (Kumar et al. 2012) was used to include the wave

effect on currents, with depth-limited wave breaking dissipation from SWAN. Sea surface height

was passed from ROMS to SWAN to modify depth-limited breaking and bottom friction.

3. Results and Discussion

1) Hurricane Characteristics

To determineTC track, we derivedmodeled surface pressure to sea level pressure (SLP)within the

vortex-following nest. We then record the location of the lowest SLP (track), the value of the lowest

SLP (intensity), and the value of the highest 10 m wind speed (strength). This simple derivation

of track works well for an intense storm and/or a storm tracked by the WRF vortex tracker, both

of which are the case with our simulations. However, this simple approximation begins to break

down as the storm weakens and the SLP gradients between the storm and surrounding environment

are reduced. For simulations that do not allow for this approximation, we suggest using the GFDL

Vortex Tracker (Biswas et al. 2018) for analysis. Verification is provided by the National Hurricane

Center (NHC) best track from Stewart and Berg (2019).

Variations in Hurricane Florence’s track between the coupling schemes (Fig. 2, also Fig. 7) are

relatively minor (typically within 30km), indicating that the hurricane track is largely dependent on

large-scale atmospheric circulation processes and less influenced by ocean-atmosphere interaction

on the time and spatial scales of the models (Moon et al. 2007; Wada et al. 2013, 2014; Zambon

13
Accepted for publication in Weather and Forecasting. DOI 10.1175/WAF-D-20-0171.1.Unauthenticated | Downloaded 08/24/21 06:03 AM UTC



et al. 2014a,b). Compared to validation, all of the modeled storm tracks are shifted slightly

(approximately 60km) to the south just prior to landfall (Fig. 2, also Fig. 7). Their landfall

locations are all within a few tens of kilometers of each other and validation (Fig. 2, also Fig. 7).

All of the simulations predicted landfall to occur approximately 12 hours earlier than observed.

The first 96 hours are used in the analysis because after this point, it becomes difficult to discern

the exact storm position as it weakens over the Carolinas. In addition, the storm spreads out rapidly

after landfall, impacting larger areas of the Carolinas. Therefore, the exact storm center is not

significant for our post-landfall analysis. We calculated the Root Mean Squared Error (RMSE) for

the first 96 hours of the simulation from storm track at 6-hourly positions provided by NHC Best

Track (Stewart and Berg 2019). The first column of Table 2 shows the RMSE track results from

the 11Sept00Z runs. We found that the control performed the best, but all simulations performed

very similarly (i.e. within 22km of each other; Table 2). The first column of Table 3 shows the

RMSE track results from the temporal ensemble. To simplify further analysis, we will not dive into

individual members of the 56-member temporal ensemble experiments but rather their average.

The temporal ensemble had lower track RMSE values across the board, as expected with shorter

lead times improving track error before landfall. As in 11Sept00Z runs, the Control had the best

track RMSE, but all were within approximately 10 km of each other.

Fig. 3 demonstrates the simulated storm intensity (hPa) and strength (m s−1) of the 11Sept00Z

Control and experiments from model initialization through landfall and storm dissipation (approx-

imately at F144, or 0000 UTC 17 September 2018). As shown from the NHC Best Track (Stewart

and Berg 2019), after reaching a peak intensity (strength) of 937 hPa (67 m s−1) at F018 (1800 UTC

11 September 2018), the storm began to weaken, reducing in intensity by 20 hPa and in strength

by 25.7 m s−1.
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In the 11Sept00Z Control and all of the experiments, the initial analysis of the storm

strength and intensity suffered. The discrepancy between the intensity and strength of the

TC at initialization is due to the assimilation of surface winds without surface pressure used

in NCEP GDAS (National Centers for Environmental Prediction, National Weather Service,

NOAA, U.S. Department of Commerce 2018). Previous versions of GDAS utilized a bogus

vortex to assimilate both winds and surface pressure, however this has been removed from

the analysis as of July 2017. The NCDP GDAS development document can be found on-

line (https://www.emc.ncep.noaa.gov/gmb/STATS/html/model_changes.html). The best approach

around this would be to utilize data assimilation (Pu and Braun 2001) for both surface winds and

pressure. Surface winds can be assimilated from satellite observations (as in GDAS), however

surface pressure data is too sparse at this location to be assimilated. As this is a model-coupling

exercise and because we initialize our storm far enough in advance (3 days before landfall), the

authors believe this to be sufficient to avoid having to employ data assimilation techniques for

initialization.

There was a rapid intensification and strengthening after initialization (Fig. 3), owing to the

weak initialization. As discussed with regard to the Track analysis above, landfall (and associated

reduction in intensity and strength) was approximately 12 hours early. In the Control, and all of

the experiments, the storm rapidly intensified from the bogus vortex initialization and maintained

roughly the same intensity and strength until landfall with minor fluctuations, as was observed.

One exception being, the second small peak of intensity (15hPa) and strength (8 m s−1) from F012

to F030 was missed by all of the runs.

The coupled experiments were slightly weaker than the uncoupled (Control, WRF-WW3) ex-

periments; however, their intensity trend better matched observation. Correlation coefficient (r)

for intensity was best among the coupled models in the 11Sept00Z runs (Table 2) as well as in
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the temporal ensemble (Table 3). Although we stated for simplicity that we would not delve into

individual temporal ensemble member results, it is worth noting that of the 9 temporal ensemble

series of experiments, the WRF-ROMS-SWAN case had the best intensity correlation coefficient

in 8 of them. The lone outlier belongs to the other ocean-coupled case (WRF-ROMS-WW3).

Similarly, correlation coefficients compared to observed strength also demonstrated the most skill

in the WRF-ROMS-SWAN coupled case in the temporal ensemble (Table 3) and was within a

statistically negligible amount (0.0002) of the best in the 11Sept00Z runs (Table 2).

Owing in part to the weak initialization that the models had to recover from, the best RMSE of

intensity and strength were found in uncoupled cases (11Sept00Z runs in Table 2, and temporal

ensemble in Table 3). These uncoupled cases had the highest SSTs and allowed the storm to

strengthen more relative to the coupled cases. We wanted to use the model performance metrics

of Stow et al. (2009) to further examine our results. These metrics include Reliability Index (RI;

Leggett and Williams 1981; perfect score is 1), Average Error (AE; perfect score is 0), Absolute

Average Error (AAE; perfect score is 0), and Modelling Efficiency (MEF; Nash and Sutcliffe 1970;

Loague and Green 1991; perfect score is 1). Not surprisingly, due to the weak initialization and

warmer SSTs described above, in both the 11Sept00Z runs (Table 4) and the temporal ensemble

(Table 5), the uncoupled models performed best. Our novel approach of introducing wave fields

to the WRF model improved the Stow et al. (2009) model metrics in the temporal ensemble in

every category except Strength AAE (where the Control performed best) and Strength MEF (where

WRF-ROMS-WW3 performed best).

In contrast to Olabarrieta et al. (2012), we found minimal difference among wave roughness

parameterizations. This is likely due to the storm track of Hurricane Florence becoming stationary

over land whereas Hurricane Ida stalled out over the water of the Mid-Atlantic Bight. To simplify
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the remainder of the study, we will consider only the 11Sept00Z runs and we will use only the Oost

et al. (2002) scheme in the WRF-ROMS-WW3 and WRF-ROMS-SWAN coupled experiments.

Next, we looked at TC characteristics to compare the speed and location of theRMW.Fig. 4 shows

a radial-height cross section of azimuthally-averaged tangential winds (shaded and contoured)

extending from the storm center to a radius of 300km around the time of maximum strength

(approximately F072). We found among all of the cases that the RMW extended to approximately

50-60km from the TC center. The 10 m wind strength (Fig. 3) showed that the WRF-ROMS-

SWAN case was at the low-end, 8 m s−1 below the peak experiment (WRF-WW3-CTY). Fig. 4

demonstrates a 60 m s−1 contour in the WRF-WW3-CTY case that is roughly 100 m closer to

the surface than found in the Control, WRF-WW3-CTY, and WRF-ROMS-SWAN experiments,

likely resulting in that higher 10 m wind. This 60 m s−1 contour was missing entirely in the

WRF-WW3-Drennan and WRF-WW3-ROMS cases.

To examine the TC structure further, Fig. 5 shows a radial-height cross section of azimuthally-

averaged absolute vorticity (shaded) and vertical wind (contoured every 0.2 m s−1 from 0 to 1 m

s−1) extending from the storm center to a radius of 100km around the time of maximum strength

(approximately F072). TheWRF-WW3-Oost andWRF-ROMS-SWAN experiments demonstrated

themost coherent updraft maximum extending from approximately 1000m to over 8000m in height.

In this same updraft region, there is an ascending pillar of strong absolute vorticity colocated with

the maximum winds in Fig. 4. This resulted in a much narrower contour of maximum winds in the

WRF-WW3-Oost and WRF-WW3-SWAN versus the other cases. The Control, WRF-WW3-CTY,

and WRF-WW3-Drennan had broader areas of maximum winds and absolute vorticity with a

weaker updraft. At this point in the simulation, the WRF-ROMS-WW3 case had the maximum

winds and absolute vorticity in the shallowest layer, and the most incoherent updraft. In all, this

demonstrates a boundary-layer sensitivity to both complexity of coupling as well as the choice
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of surface roughness parameterization, which should be examined more in depth but beyond the

scope of this paper.

2) Ocean Condition

To examine why the intensity differed with the coupled model configurations, we analyzed the

solution of the fully-coupled (WRF-ROMS-SWAN) experiment just prior to landfall (approximately

F072) in Fig. 6. Sea level pressure (Fig. 6a) shows the hurricane with an intensity of 962 hPa

about to make landfall over Carolina coast. The strength of the storm (Fig. 6c) is approximately

49 m s−1 with a radius of maximum wind of approximately 50 km (or roughly 16 grid cells in

the vortex-following 3 km grid), which is found in Figs. 4 and 5. In the SST field (Fig. 6b) the

right-side SST cooling bias that has been demonstrated in numerous papers (Price et al. 1978; Price

1981; Price et al. 1994; Chen et al. 2007; Wada et al. 2014; Zambon et al. 2014a,b) is evident. The

Gulf Stream on the coastal shelf appears to continue to advect warm water and bisect across this

cold wake, despite the presence of the hurricane. The strong rainfall in this storm is apparent in

the 3 hr precipitation (Fig. 6d) with rainfall exceeding 2.5 in h−1 and simulated radar echoes above

50 dBZ (Fig. 6e). Finally, through the fully-coupled wave model, the impact of the storm on the

wave environment (Fig. 6f) results in waves in excess of 13 m just prior to landfall.

To examine why the intensity differed between the control and experiments, we analyzed SST

at four National Data Buoy Center (NDBC) buoys located near the hurricane track: deep-ocean

buoy 41048, continental slope buoy 41002, and buoys 41004 and 41013 adjacent to the coastline

near the point of landfall (Fig. 7). These buoys, along with observed track, modeled tracks, and

the WRF-ROMS-SWAN experiment, reported SST immediately prior to landfall (approximately

F072, 0000 UTC 14 September). Coastal upwelling in the post-storm environment (characterized

by northeastward winds) impacted the coastal buoys (41004 and 41013) more than the offshore
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buoys. SST at the offshore buoys had minimal change over the first 144 hours of the model solution

(Fig. 8): the farthest offshore buoy (41048) had a SST reduction of less than 2◦C and the shelf

buoy (41002) was reduced by less than 0.5 ◦C. The RTG SST analysis (used in the control and

WRF-WW3 experiments) and the coupled experiments resolved this within approximately 1◦C

through this period.

By the end of the simulation, both of the coastal buoys reported SST cooling of 2.5 ◦C (41004 and

41013) due to a combination of TC passage and coastal upwelling. The analyzed (RTG SST) and

coupled SSTs arrived at values within 1 ◦C of the observed SST at these sites. However, throughout

the integration of the model, particularly at the critical point where the storm was observed to have

weakened, the RTG SST was higher at these coastal stations by over 1 ◦C. The RTG SST was

also consistently higher than the coupled SSTs at these stations before landfall. Partly owing to

this artificial increase of of surface heat to drive storm fluxes, the storms simulated using the RTG

SST product were stronger (resulting in a better RMSE, RI, AE, AAE, MEF; Tables 2, 3, 4, 5) but

did not demonstrate the weakening observed (resulting in a worse correlation coefficient shown in

Tables 2 and 3).

In addition to these in situ NDBC buoy measurements, we compiled a series of Advanced

Very High Resolution Radiometer (AVHRR) daily data to determine the Pre- and Post-Storm

environment as well as the difference between them. As AVHRR data is not available beneath

cloud cover, we had to average daily data from 1 day before to 1 day after. Therefore, the Pre-Storm

SST was averaged AVHRR data from 10-12 September 2018. Likewise, the Post-Storm SST was

averaged AVHRR data from 20-22 Septmber 2018.

The spatial features in the AVHRR Observations are largely absent from the RTG SST and

therefore the uncoupled experiments. While the ΔSST shows a large swath of cooler water in the

RTG SST, there is unrealistically warm water (confirmed in Fig. 8; buoy 41004) near the coastline,
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where the storm slowed down before landfall and coastal upwelling dominated the Post-Storm

environment. Meanwhile, the coupled models show similar features to those observed including

coastal upwelling and the warm intrusion of the Gulf Stream across the SST cooling wake (with

a strong right-side cooling bias). Enhanced mixing in the SST from wave-coupling was found

in only one buoy, 41048 which was furthest offshore; this is also demonstrated in Fig. 9 with

minimal difference in the WRF-ROMS-WW3 and WRF-ROMS-SWAN SST. Improvement in the

SST, and the resultant storm intensity and strength in the coupled cases could be improved with data

assimilation of in situ and remote observations (e.g. satellite radiometers and altimeters, buoys,

gliders, moorings, etc).

We used the same NDBC buoys to observe significant wave height and investigate skill in the

uncoupled WAVEWATCHIII and coupled SWAN models (Fig. 10). Offshore (buoy 41048),

neither the WAVEWATCHIII nor the SWAN models accurately represented the wave height. We

attribute the wave height underprediction during the peak of the storm in the WAVEWATCHIII

solution to coarse (0.5◦) model grid spacing. We attribute the deficiency in the higher resolution

SWAN model to model spinup as the storm was closest to this buoy at initialization, and the

SWAN model was initialized from a cold start. The WRF model had to first bring the storm up

in strength/intensity (Fig. 3) and then the SWAN model had to build up the wave field from those

surface winds.

Further along the track, on the continental shelf, the comparison at buoy 41002 was much better

with SWAN and WAVEWATCHIII having accurately represented the magnitude and timing of the

highest waves. The two buoys inshore (41004 and 41013) also accurately represent the wave fields,

with minimal difference between the WAVEWATCHIII hindcast and coupled SWAN runs. To

further the point, the agreement between the wave fields of WAVEWATCHIII and SWAN are all-

the-more impressive considering the atmospheric surface conditions and resolution driving them
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are wholly different. Caution should be placed in the choice of uncoupled wave fields to input into

an atmospheric model as the surface forcing may not agree with the lower boundary information

provided by the wave model (e.g. a displacement in TC track between the atmospheric and wave

models).

We then looked at the different parameterizations of surface wave roughness derived from the

uncoupled WAVEWATCHIII and coupled SWAN wave fields (Fig. 11). We chose F060 (1200

UTC 13 September 2018) as this was immediately prior to landfall. The top row (Figs. 11a, b, c),

uncoupled WAVEWATCHIII wave components, show the relatively smooth fields of significant

wave height (Fig. 11a), wave length (Fig. 11b), and peak wave period (Fig. 11c) from the global

WAVEWATCHIII hindcast. The resultant surface wave roughness lengths are shown in the middle

row (Figs. 11d, e, f). The maximum surface wave roughness defined by Davis et al. (2008) of

2.85-10−3 is reached within 100-200 km of the storm center. The broadest area of enhanced sea

surface roughness was found in the Oost et al. (2002) parameterization (Fig. 11f), followed by

Taylor and Yelland (2001, Fig. 11d), and then Drennan et al., (2005; Fig. 11e). While the Drennan

et al., (2005; Fig. 11e) and Oost et al., (2002; Fig. 11f) surface roughness fields show radial

coherence, this is not found in the Taylor and Yelland, (2001; Fig. 11d) case. Investigating the

Taylor and Yelland (2001) surface roughness, wave steepness varies around the hurricane due to

swell and sea generation and propagation.

The bottom row (Figs. 11g, h, i, j) shows the sea surface roughness as parameterized by Oost

et al. (2002) in the fully-coupled model. The wave celerity, and thus sea surface roughness (Fig.

11i), varies spatially artificially, consistent with the Garden Sprinkler Effect (Tolman 2002). The

numerical artifacts caused by the Garden Sprinkler Effect can be reduced by increasing the spectral

grid spacing of the wave model, at significant computational expense. A sensitivity experiment
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doubling the number of directional and frequency bins (not shown) improved the numerical artifacts

but otherwise resulted in minimal change to the simulation.

The latent and sensible heat fluxes are of utmost importance to hurricane development and

intensity (Emanuel et al. 2004; Rotunno and Emanuel 1987). They are also intrinsic to the surface

roughness parameterization of surface roughness (Olabarrieta et al. 2012; Prakash et al. 2019)

which we vary during our experiments (Fig. 11). Therefore, we investigate them next in our

study, using the same temporal data point as Fig. 11, F060 (1200 UTC 13 September 2018),

immediately prior to landfall. The uncoupled fields show intense waves of heat flux wrapping

cyclonically around the around the eye (Figs. 12a, b, c, d, g, h, i, j). This is to be expected as the

uncoupled models resolved a more intense and stronger storm. This is accentuated when involving

a lower-boundary wave condition as shown in the WRF-WW3 panels with different roughness

parameterizations. The maximum latent heat flux in the moving nest are within 7.8% of each other

among the uncoupled cases (Figs. 12a, b, c, d). The maximum sensible heat flux in the moving

nest are within 8.6% of each other among the uncoupled cases (Figs. 12g, h, i, j). Considering only

theWRFmodel modified by a lower-boundary wave condition, the maximum latent heat flux in the

moving nest are within 7.3% (Figs. 12b, c, d); the maximum sensible heat flux in the moving nest

are within 8.6% (Figs. 12h, i, j). The ocean-coupled with WAVEWATCHIII case reduces latent

heat from the maximum uncoupled configurations by 11.0% (Figs. 12a, e); sensible heat from

the maximum uncoupled configurations by 13.5% (Figs. 12j, k). The fully-coupled experiment

further reduced both the latent heat from the maximum uncoupled configurations by 20.0% (Figs.

12a, f); sensible heat from the maximum uncoupled configurations by 21.6% (Figs 12j, l).

Note that as the WRF nest is tracking the center of circulation, the difference of track makes

modest changes to this result as the approach of land to the northwest varies among the experiments

(Fig. 12). Given that the difference between latent and sensible heat fluxes over this small area
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of land at this temporal point in the simulation are orders of magnitude weaker, they are of little

consequence.

The simulation that represents the heat flux best is debatable, as heat flux is intrinsic to both

surface roughness and sea surface temperature. The comparison of the least coupled case (Control)

and the case with the greatest coupling (WRF-ROMS-SWAN) feature lowest RMSE versus best

correlation coefficient (Tables 2, 3, 4, 5). Similarly, the Control run had the intensification

benefit of higher SST values nearshore. Future model studies into grid spacing, surface physics

parameterizations with the inclusion of sea spray (Prakash et al. 2019; Liu et al. 2012a), data

assimilation, and boundary layer physics are undoubtedly needed.

3) Precipitation Impacts

We hypothesized that the reduction in surface sensible and latent heat fluxes to the hurricane,

which weakened the hurricane in intensity and strength, would also have reduced the amount of

precipitation from the storm. We used NOAA’s Advanced Hydrologic Prediction Service (AHPS)

precipitation data product as validation. The precipitation data are quality-controlled, multi-sensor

(radar and rain gauge) precipitation estimates obtained from National Weather Service (NWS)

River Forecast Centers (RFCs). The final mosaic product is produced by NCEP. For the best

comparison, we interpolated this AHPS precipitation data product to our model grid using a 2-D

cubic interpolation. We then took a subset of our model output from the southeast U.S. on the

coarse (9 km) grid configured to align with the availability of interpolated AHPS data (Fig. 13e).

The coarse domain extends eastward into the Atlantic beyond radar and rain gauge precipitation

estimates, necessitating this subset. As a result, we were also limited to comparing precipitation

during the landfall and dissipation phases of the storm, after its weakening.
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The validation field (Fig. 13e) shows a relatively cohesive structure of precipitation over land,

where rain gauge data can be used to supplement radar data. Extending offshore are areas of

radial gradients of precipitation. Some of this could be explained by the circular structure of the

TC’s heavy rain bands moving shoreward and slowing down, which is also demonstrated in the

precipitation fields of the experiments (Figs. 13a, b, c, d). These features might also be partly

due to lack of data at distances hundreds of kilometers from the source stations. Radial features

are present in the control and experiments, though they do not extend as far offshore as in the

validation.

Comparison of validation to the control and experiments in Fig. 13 shows a large amount of

precipitation falling along the NC side of the Carolinas southeastern border. As expected, in the

uncoupled experiments using the RTG SST analysis, the embiggened fluxes from higher SSTs

inshore resulted in a more intense and stronger storm that in turn produced more precipitation

over a larger area (Figs. 13a, b). The weakening trend observed in Stewart and Berg (2019)

and modeled in the coupled experiments due to cooler inshore SSTs resulted in a less intense

and weaker storm with less precipitation (Figs. 13c, d). A very slight movement just prior to

landfall in the control (Fig. 13a) and WRF-WW3 (Fig. 13b) experiments would explain the

slight displacement of precipitation towards the north in those experiments. Overall the region

of heaviest precipitation was found to be within the error caused by the less-than-30 km track

deviation between the experiments.

To quantify the amount of precipitation that fell over the region in the AHPS validation product

and compare that to our experiments, we calculated the volume of water as the area of the domain

multiplied by the grid-resolved (Hong and Lim 2006) and parameterized (Grell and Dévényi 2002)

total integrated precipitation that would fall over it (Fig. 14). To avoid areas of no precipitation

from the AHPS Validation product, we integrated over the sub-domain visualized in Fig. 13.
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The period of peak domain-integrated precipitation (13-September) shows a reduction of 22.0%

in total precipitation between the validation product and the fully-coupled WRF-ROMS-SWAN

experiment. At this time, the stormwould have been located far offshore, so verification values may

be inaccurate due to fewer measurements. The greatest spread among rainfall predictions by the

experiments occurs just after landfall on 15-September. On that date, the amount of precipitation

that fell over the region varied by 27.2% among the simulations. The inclusion of surface wave

conditions on the TC solution between the uncoupled (control vs WRF-WW3) resulted in an

decrease in precipitation of approximately 2.3%, likely owing to the reduction in Latent and

Sensible heat fluxes prior to landfall (Fig. 12). The difference between coupled simulations was

also small (at most, 2.8%), which could also be explained by the heat flux differences in Fig. 12.

The addition of a surfacewavemodel with theOost et al. (2002) surface roughness parameterization

slightly reduced the precipitation predicted for the region.

4. Summary and Conclusion

We examined Hurricane Florence, a storm that brought compound flooding (Wahl et al. 2015;

Pietrafesa et al. 2019), a devastating combination of precipitation and storm surge, to the Carolinas

in 2018. A useful contribution we made as a part of this study is the development of three wave

parameterizations that can directly utilize operational wave model output for the community WRF

model. The surface ocean condition under the current WRF code distribution is limited to a

time-variant SST field from the RTG SST product Gemmill et al. (2007) implemented by Davis

et al. (2008) and the Charnock (1955) parameterization of surface roughness as a function of wind

speed. We introduced time-variant surface wave fields from WAVEWATCHIII (Tolman 1991;

Tolman et al. 2002; Tolman 2014) and SWAN (Warner et al. 2010; Booĳ et al. 1999), including

wave height, period, and direction to modulate wind stress using three surface wave roughness
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parameterizations added to the WRF surface physics scheme, including Taylor and Yelland (2001),

Drennan et al. (2005), and Oost et al. (2002). To these routines, we included the surface roughness

limiter from Davis et al. (2008). All parameterizations and associated functions are able to be

changed by the user at runtime through the WRF namelist file.

A series of experiments were conducted using Hurricane Florence to demonstrate and analyze

the impact of wave coupling on track, intensity, strength, SST, storm structure, wave height, surface

roughness, heat fluxes, and precipitation. These experiments included a control, with a time-variant

SST condition; three uncoupled WRF-only experiments, with a time-variant wave field and three

surface parameterizations; a coupled COAWSTWRF-ROMS-WW3, with a dynamic ocean driving

SST change and a time-variant but uncoupled wave field; and a fully coupled COWAST WRF-

ROMS-SWAN, with feedback between the atmosphere, ocean, and wave environments. We added

to the robustness of our results by running all 6 experiments across a 9-member temporal ensemble

(54 total simulations), to ensure the results are not constrained by any one choice of initialization

time.

TC track changed little between the control and the experiments. However, choice in sea surface

roughness parameterizations demonstrated some significant changes in TC characteristics. To

simplify the comparison of the coupled simulations, we used the best parameterization for this

particular case, Oost et al. (2002), in the coupled experiments.

The experiments elucidated the importance of including a fully coupled ocean in modeling TC

intensity and strength and therefore precipitation. Hurricane Florence had a drop in intensity and

strength before landfall, owing partly to a shallower mixed layer that reduced OHC by more than

half (Stewart and Berg 2019). This drop in intensity was resolved best by the coupled experiments,

with the highest correlation coefficients of the experiments. This result demonstrated robustness

with analysis of a temporal ensemble of 9 initialization times. In all of those 9 temporal ensemble
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series of experiments, the best intensity correlation was found in the coupled models: 8 in the

WRF-ROMS-SWAN case, and 1 in the WRF-ROMS-WW3 case. The best strength correlation

coefficient of the temporal ensemble also belonged to the WRF-ROMS-SWAN experiments and

in the 11Sept00Z case, the difference to the experiment with the best correlation coefficient was

negligible (0.0002).

Owing to the simulation’s weak initialization of the TC combined with the increased SST in

the RTG SST field, the uncoupled simulations were able to get closer to the observed intensity

and strength before landfall. We utilized a number of model-evaluation metrics in addition to

correlation and foreRMSE including RI, AE, AAE, and MEF. Partly owing to an artificial increase

of of surface heat to drive storm fluxes, the storms simulated using the RTG SST product were

stronger (resulting in a better RMSE, RI, AE, AAE, MEF. Our novel approach of introducing wave

fields to the WRF model improved the these model metrics in the temporal ensemble in nearly

every metric except correlation coefficient where the coupled models scored highest. Overall, the

simulations varied by as much as 10hPa in intensity and 15 m s −1 in strength.

We confirmed that the SST in the uncoupled simulations was higher than in situ (buoy) and satel-

lite remote (AVHRR) measurements just prior to storm landfall. The coupled cases demonstrated

a few features missing in the coarser, uncoupled RTG SST analysis including the bisection of the

cold wake by the Gulf Stream as well as coastal upwelling due to the northeastward coastal winds

as the storm remained stalled over the Carolinas well after landfall. In situ measurements of wave

height from the same buoys demonstrated that poor agreement in the offshore buoy from both the

coupled and uncoupled wave models, due in the former to the model initialization and in the latter

to coarse grid spacing. As the storm environment evolved and the TC approached the coast, the

comparison of wave heights resolved by both the coupled and uncoupled wave models were found

to be cromulent with the magnitude and timing of the largest waves.
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We further examined the storm structure. We looked at the radial-height cross section of

azimuthally-averaged tangential winds, absolute vorticity, and vertical winds extending from the

storm center at a time when the TC was most intense and strongest. We found that while the

WRF-ROMS-SWAN case had weaker 10 m winds than the uncoupled cases, the core of winds in

that case was displaced just a few hundred meters above the surface. A similar signature was found

in the uncoupled case using the same surface roughness parameterization. In addition, the vertical

velocity and absolute vorticity in this radial-height cross section were very similar between the

coupled and uncoupled cases using the same surface roughness parameterization.

Examining the surface roughness parameterizations resulted in changes in the spatial fields

based on the different calculations from Charnock (1955), Taylor and Yelland (2001), Drennan

et al. (2005), and Oost et al. (2002). These differences then translated to differences in the spatial

distribution, magnitude, and extent of latent and sensible heat fluxes. For the uncoupled (WRF-

only) cases, the difference in the maximum magnitudes of the latent and sensible heat fluxes were

as much as 7.8% and 8.6%, respectively. When adding ocean coupling, the latent and sensible

heat fluxes were reduced against the uncoupled cases by at most 11.0% and 13.5%, respectively.

In the fully coupled atmosphere-ocean-wave case, the latent and sensible heat fluxes were further

reduced to a maximum of 20.0% and 21.6%, respectively.

The precipitation impacts of the experiments over a southeast U.S. sub-region were more ac-

curately predicted by the coupled models. Compared to a verification dataset using the NOAA

AHPS precipitation product, all the experiments did well at resolving the breadth of precipitation.

The higher SSTs in the uncoupled simulations resulted in increased fluxes and therefore increased

predicted precipitation by almost 22.9% at landfall, and the difference between the highest and

lowest precipitation among the experiments was over 27.2%.
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The air-sea interaction beneath hurricanes is a complicated set of processes that are difficult

to model. By evaluating modeling experiments of increasing ocean and wave coupling, we

found significant differences in resultant intensity, strength, SST, storm structure, wave height,

surface roughness, heat fluxes, and precipitation. As a result, at the very least, an uncoupled

atmospheric model should include time-variant SST and surface waves in simulating a TC. A

fully-coupled atmosphere-ocean-wave model is best able to resolve these complex interactive

processes. However, the addition of data assimilation from various oceanographic platforms (e.g.

satellites, buoys, gliders, moorings, etc) to the fully-coupled model would be of enormous benefit

to provide detailed data on the vertical structure of heat in the ocean. This would help ensure

there is not excessive SST cooling which will reduce the vital fluxes of heat and moisture to the

TC. In addition to this, future work should be devoted to adding sea spray parameterizations to

both coupled and uncoupled models (e.g. Prakash et al. 2019), as well as evaluating coupling to

a hydrology model (e.g. WRF-Hydro; Gochis et al. 2015) to capture processes like compound

flooding during landfalling hurricanes.
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Table 1. Table showing the configuration of our experiments. The SST condition used is either RTG-SST

in hindcast, or ROMS in a fully-coupled forecast. The wave model used is either none, WAVEWATCHIII in

hindcast, or SWAN in a fully-coupled forecast. The surface roughness parameterizations, described in Section 2.

a. 1) used include the Charnock (1955) formulation with no wave input, or wave-dependent formulations which

require specified wave fields listed in the final 3 columns. These formulations include COARE-Taylor-Yelland

(CTY; requiring Wave Height, and Wave Length), Drennan (requiring Wave Height, Wave Length, and Wave

Period), and Oost (requiring Wave Length, and Wave Period).

Experiment SST Condition Wave Model Surface Roughness Scheme Wave Components

Height Length Period

Control RTG-SST None Charnock N N N

WRF-WW3-CTY RTG-SST WAVEWATCHIII COARE-Taylor-Yelland Y Y N

WRF-WW3-Drennan RTG-SST WAVEWATCHIII Drennan Y Y Y

WRF-WW3-Oost RTG-SST WAVEWATCHIII Oost N Y Y

WRF-ROMS-WW3 ROMS WAVEWATCHIII Charnock N Y Y

WRF-ROMS-SWAN ROMS SWAN Charnock N Y Y
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Table 2. Table showing the track, intensity, and strength of model results initialized from 11-September 2018

00Z compared to NHC Best Track. Track is based on RMSE; intensity and strength are based on correlation

coefficient (r) and RMSE. Bold denotes best score among all runs (Control and Experiments); asterisk denotes

the best score among WRF-WW3 uncoupled experiments.

Experiment Track Intensity Strength

RMSE r RMSE r RMSE

Control 47.18 0.8720 14.51 0.9398 8.85

WRF-WW3-CTY 60.56 0.8700 15.07* 0.8917 9.58

WRF-WW3-Drennan 63.98 0.8871* 16.47 0.9526* 9.49

WRF-WW3-Oost 52.87* 0.8715 15.18 0.9102 9.26*

WRF-ROMS-WW3 61.32 0.8896 17.24 0.9328 10.06

WRF-ROMS-SWAN 68.66 0.8924 16.04 0.9524 9.21
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Table 3. Table showing the track, intensity, and strength of averaged temporal ensemble compared to NHC

Best Track. Track is based on RMSE; intensity and strength are based on correlation coefficient (r) and RMSE.

Bold denotes best score among all runs (Control and Experiments); asterisk denotes the best score among

WRF-WW3 uncoupled experiments.

Experiment Track Intensity Strength

RMSE r RMSE r RMSE

Control 36.17 0.8351 13.24 0.9670 6.27

WRF-WW3-CTY 38.48* 0.8259 13.44 0.9240 6.57

WRF-WW3-Drennan 41.26 0.8406* 13.24* 0.9379* 6.40

WRF-WW3-Oost 38.56 0.8308 13.35 0.9328 6.33*

WRF-ROMS-WW3 46.43 0.8593 14.24 0.9692 7.76

WRF-ROMS-SWAN 46.15 0.8740 13.92 0.9704 7.39
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Table 4. Table showing the intensity, and strength of model results initialized from 11-September 2018 00Z

compared to NHC Best Track. These additional intensity and strength satistical metrics are based on Reliability

Index (RI; Stow et al. 2009; Leggett and Williams 1981), Average Error (AE), Absolute Average Error (AAE),

and Modelling Efficiency (MEF; Stow et al. 2009; Nash and Sutcliffe 1970; Loague and Green 1991). Bold

denotes best score among all runs (Control and Experiments); asterisk denotes the best score amongWRF-WW3

uncoupled experiments.

Experiment Intensity Strength

RI AE AAE MEF RI AE AAE MEF

Control 1.0152 8.88 9.12 0.3392 1.3134 -6.74 7.44 0.1588

WRF-WW3-CTY 1.0158* 9.64* 9.88* 0.3604 1.3041* -5.86* 7.90 0.1729

WRF-WW3-Drennan 1.0172 12.24 12.24 0.3913* 1.3517 -7.86 8.00 0.2575*

WRF-WW3-Oost 1.0159 9.80 10.04 0.3862 1.3258 -6.14 7.52* 0.1819

WRF-ROMS-WW3 1.0180 13.36 13.36 0.3812 1.3811 -8.02 8.34 0.2044

WRF-ROMS-SWAN 1.0167 12.12 12.12 0.2454 1.3781 -7.66 7.97 0.0943
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Table 5. Table showing the intensity, and strength of averaged temporal ensemble compared to NHC Best

Track. These additional intensity and strength satistical metrics are based on Reliability Index (RI; Stow et al.

2009; Leggett andWilliams 1981), Average Error (AE), AbsoluteAverage Error (AAE), andModelling Efficiency

(MEF; Stow et al. 2009; Nash and Sutcliffe 1970; Loague and Green 1991). Bold denotes best score among all

runs (Control and Experiments); asterisk denotes the best score among WRF-WW3 uncoupled experiments.

Experiment Intensity Strength

RI AE AAE MEF RI AE AAE MEF

Control 1.0137 3.12 8.57 0.4147 1.1949 -4.06 5.12 0.2763

WRF-WW3-CTY 1.0139 2.55* 8.90 0.4343* 1.1982 -1.26* 5.46 0.2689

WRF-WW3-Drennan 1.0137* 3.38 8.48* 0.3909 1.2056 -2.26 5.35* 0.2669

WRF-WW3-Oost 1.0138 2.84 8.57 0.4178 1.1919* 5.27 7.52 0.2734*

WRF-ROMS-WW3 1.0148 7.50 9.17 0.4281 1.2620 -6.23 6.51 0.2908

WRF-ROMS-SWAN 1.0145 8.08 9.24 0.3411 1.2511 -5.79 6.17 0.2758
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Fig. 1. Control and experiment design for uncoupled (shaded) and coupled (non-shaded) experiments. In the

control setup, WRF ingests SST from the Real-Time Global SST (RTG SST) product. In the three WRF-WW3

experiments, WRF uses surface wave fields from WAVEWATCHIII to compute sea surface roughness. The

WRF-ROMS-WW3 experiment uses a coupled model where the atmosphere and ocean provide feedback to each

other. WRF-ROMS-SWAN is the fully-coupled atmosphere-ocean-wave configuration.
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Fig. 2. Simulated tracks and SST: Simulated tracks of control and experiments through landfall and storm

dissipation (approximately F144, 0000UTC 17 September 2018). SST from theWRF-ROMS-SWANexperiment

was taken from F072 (0000 UTC 14 September 2018), immediately prior to landfall. ROMS/SWAN domains

defined by the Atlantic Ocean west of the thick black line at approximately 60◦W, SST of water points outside of

ROMS domain (e.g. Great Lakes, eastern Pacific Ocean along Central America) represented by RTG SST.
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Fig. 3. Simulated intensity (top; hPa) and strength (bottom; m s−1) of control and experiments from

initialization through landfall and storm dissipation (approximately F144, 0000 UTC 17 September 2018).
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WRF-WW3-Oost WRF-ROMS-WW3 WRF-ROMS-SWAN

Fig. 4. Radial-height cross section of azimuthally-averaged tangential winds extending from the storm center

to a radius of 300km. Control and experiments shown immediately prior to landfall where intensity and strength

are greatest (F072, 0000UTC 14 September 2018). Shading shows wind speed (m s −1) with contours every 10

m s −1.
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Fig. 5. Radial-height cross section of azimuthally-averaged absolute vorticity (shaded) and upward velocity

(contours) extending from the storm center to a radius of 100km. Control and experiments shown immediately

prior to landfall where intensity and strength is greatest (F072, 0000UTC 14 September 2018). Shading shows

absolute vorticity in 10 −5 s−1. Contours show upward velocity every 0.2 m s −1.
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Fig. 6. WRF-ROMS-SWAN Simulation at F072 0000 UTC 14 September 2018 over the Southeast US coast

and Sargasso Sea: Solution of the fully coupled, WRF-ROMS-SWAN experiment taken from F072 (0000 UTC

14 September 2018), immediately prior to landfall where intensity and strength are greatest. Top row: sea level

pressure (hPa; a), SST (◦C; b), wind speed (m s−1; c) and direction (vector; c). Bottom row: 3-hour precipitation

(inches; d), simulated radar reflectivity (dBZ; e), and significant wave height (m; f).
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Fig. 7. Simulated Tracks and SST: Simulated tracks of control and experiments through landfall and

storm dissipation (approximately F144, 0000 UTC 17 September 2018). SST is from the WRF-ROMS-SWAN

experiment taken from F072 (0000 UTC 14 September 2018), immediately prior to landfall. Locations of NDBC

Buoys used for SST analysis are included. NHC Best Track storm locations and times to right of black track.

The approximate experimental track forecast times (F042-F090) located along the experimental tracks.
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Fig. 8. Buoy SST Comparisons: Time-series comparisons of SST from NDBC buoys (black) and model solu-

tions through landfall and storm dissipation (approximately F144, 0000 UTC 17 September 2018). Control and

WRF-WW3 SST condition from RTG SST analysis are shown in red. Coupled WRF-ROMS-WW3 experiments

shown in Pink. Fully coupled WRF-ROMS-SWAN experiment shown in green.
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Fig. 9. Spatial SST comparisons of AVHRR remotely sensed SST observations and experiments’ SST fields

in ◦C. Left column (a, d, g, j): Pre-Storm SST, the average of daily AVHRR data for 10-12 September 2018

or experiments’ SST at initialization (11-September 2018). Middle column (b, e, h, k): Post-Storm SST, the

average of daily AVHRR data for 20-22 September 2018 or experiments’ SST at termination (21-September

2018). Right column (c, f, i, l): the difference between the Pre- and Post- Storm SST. Top row (a, b, c): AVHRR

remote observations. Second row (d, e, f): Control and WRF-WW3 experiments (RTG SST). Third row (g, h,

i): WRF-ROMS-WW3 experiment. Bottom row (j, k, l): WRF-ROMS-SWAN experiment.
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Fig. 10. Time-series comparisons of Wave Height from NDBC buoys (black) and model solutions through

landfall and storm dissipation (approximately F144, 0000 UTC 17 September 2018). Control, WRF-WW3, and

WRF-ROMS-WW3 Wave Height condition from WAVEWATCHIII analysis are shown in Pink. Fully coupled

WRF-ROMS-SWAN experiment shown in green.
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Fig. 11. Components of wave fields and parameterizations of sea surface roughness immediately prior to

landfall (F060, 1200 UTC 13 September 2018). Top row shows uncoupled wave components from interpolated

WAVEWATCHIII fields as ingested by theWRFmodel for surface roughness parameterization: Wave Height (m;

a), Wave Length (m; b), Wave Period (s; c). Second row shows resultant sea surface roughness parameterizations

through the Taylor and Yelland (2001; d), Drennan et al. (2005; e), and Oost et al. (2002; f) schemes. Third

and bottom rows show the coupled SWAN wave model components of Wave Height (m; g)*, Wave Length (m;

h), and Wave Period (s; i) ingested into the Oost et al. (2002) sea surface roughness parameterization with the

resultant sea surface roughness field (m; j). *Note that the Wave Height in (g) is not used in the Oost et al. (2002)

parameterization but rather included for completeness of demonstrating the SWAN model fields.
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Fig. 12. Heat Flux (W m−2) at F060 1200UTC 13 September 2018. Top row represents Latent Heat Flux:

Control (W m−2; a), WRF-WW3 with Taylor and Yelland (2001; W m−2; b), WRF-WW3 with Drennan et al.

(2005; W m−2; c), WRF-WW3 with Oost et al. (2002; W m−2; d), WRF-ROMS-WW3 (W m−2; e), and

WRF-ROMS-SWAN (W m−2; f) experiments. Bottom row represents Sensible Heat Flux: Control (W m−2;

g), WRF-WW3 with Taylor and Yelland (2001; W m−2; h), WRF-WW3 with Drennan et al. (2005; W m−2; i),

WRF-WW3 with Oost et al. (2002; W m−2; j), WRF-ROMS-WW3 (W m−2; k), and WRF-ROMS-SWAN (W

m−2; l) experiments. Text inset of each image shows the maximum value in the region shown.
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Fig. 13. 24-Hr Rainfall (mm) 16 September 2018: Twenty four hour rainfall in mm through 0000 UTC 16

September 2018 after Hurricane Florence has made landfall. Top row: Control (mm; a) and WRF-WW3 (Oost

et al., 2002 parameterization) experiment (mm; a). Middle row: WRF-ROMS-WW3 (mm; c) and WRF-ROMS-

SWAN (mm; d) experiments. Bottom row: validation taken from NOAA’s Advanced Hydrologic Prediction

Service precipitation product, interpolated to the model domain grid (mm; e).
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Fig. 14. 24-Hr Domain-Integrated Precipitation (m3): Time series comparisons of precipitation integrated

over the model sub-grids shown in Fig. 7 through 10-day model iterations (0000 UTC 11 September 2018

through 0000 UTC 21 September 2018). Control run in red. WRF-WW3 (Oost et al., 2002 parameterization)

experiment in yellow. Coupled WRF-ROMS-WW3 experiment in pink. Fully coupled WRF-ROMS-SWAN

experiment in green.
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